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Abstract—The synchronization of wireless sensor networks is a crucial task, especially for wide area networks. In case of many applications state-of-the-art techniques such as GPS or network based timing protocols are not suitable. In this paper we present a new concept that allows for the efficient synchronization of sensor networks using the time stamps of so-called Signals of Opportunity. We explain how these time stamps can be examined on the example of Digital Audio Broadcasting and show measurement results on the achievable performance.
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I. MOTIVATION

Bats are important indicators for a stable natural environment. However, little is known about their social behavior. Within a research project of the Deutsche Forschungsgemeinschaft (DFG) the department of information technology of the Friedrich-Alexander Universität Erlangen-Nürnberg is developing a tracking system for measuring the flight trajectories of bats within their natural environment. For this purpose the bats are equipped with ultra-light weight active transmitter tags which emit a special waveform with a rate of about 10 messages per second [1]. These signals are then received by a network of stationary base-station receivers. With the data of several base-stations the exact bat position can be estimated with the help of received field strength measurements (RSSI). As the base-stations may operate in areas without sufficient network connection, they locally store the RSSI measurements equipped with additional time-stamps. The actual flight trajectories are then calculated offline after the measurement campaign. This requires a unique assignment of the received bat signals. However, for longer observation times the clocks of the base-stations diverge from each other. If the time error reaches the transmission period of the transmitter tags, i.e. 100 ms, assignment problems of the measured RSSI values occur. Consequently, the relative timing error of the base-stations must be significantly lower than the time between two bat signals, which requires time synchronization between the base-stations. The field of time synchronization of wireless sensor networks (WSN) is a well known problem in the literature [2, 3, 4]. However, most of the proposed algorithms are difficult to implement, especially in case of large WSN without sufficient network connection. A state-of-the-art solution is the use of GPS. However, this method is not suitable for our network, as it denies the operation within dense forests and in the entrance areas of caves. Further, also bidirectional network timing protocols such as NTP or PTP cannot be used without a suitable network connection. The common way of using time-stamps from a long-wave transmitter station is also not a suitable option, as it requires additional hardware, e.g. a magnetic antenna.

For this reasons we are focusing on so-called Signals of Opportunity (SoO) as a source of synchronization information for our base-station network. These signals can be received using our current base-station hardware. Furthermore, modern broadcast signals like European Digital Video Broadcasting Terrestrial (DVB-T) or Digital Audio Broadcasting (DAB) are usually emitted with a high transmission power of several kW leading to excellent signal-to-noise ratios at the receiver position [5, 6]. Most modern broadcast signals furthermore contain time information for the receiver synchronization. The broadcast emitters, which insert the time-stamps into the broadcast signals, are usually GPS synchronized.

In this paper we explain how the time-stamps can be extracted from the broadcast signal with low complexity using DAB signals. Further, we explain how the time information can be used to adjust the local clocks. Finally, we show some measurement results and discuss the achievable performance.

II. SYSTEM DESCRIPTION

Figure 1 shows the system structure of our bats tracking system. Our application requires a long time observation of the bats with just a simple presence detection. The active transmitters (TX) mounted on the back of the bats emit a special waveform, which is sequentially emitted on 868 MHz and 2.4 GHz with a repetition rate of about 10 Hz [1]. The base-
stations (RX) are constantly receiving on these frequencies and correlate the received data against a pre-defined sequence. If a bat is detected, the current time, the bat ID and the RSSI value are stored locally. At the end of the measurements campaign all RX are collected and the measurement data is merged within a database. Afterwards the estimated flight trajectories can be estimated. Problems occur if the time-stamps of the measurements do not match with each other. This occurs if no time synchronization mechanism is applied to the base-stations. Due the series spill of the reference oscillators the fundamental time increment of each base station is slightly different. After several hours of operation, the local clocks diverge in the order of a second from each other. This time offset is already to high for unique identification of the bat signals within the base-station network.

For this reason we are using SoO to synchronize the base station-receivers. Each modern communication or broadcast signal contains time-stamps required for the signal service. The time synchronization of the RX is achieved by a periodic observation of the SoO. This can be realized using the same hardware that we use for the RSSI measurements. Occasionally the RX tune from the RSSI measurement frequency to the SoO frequency. With an ultra efficient signal decoder the time-stamps are extracted from the SoO data stream. Afterwards, the local clocks are adjusted using this time information. For this approach the maximum dimension of the receiver network is only limited by the quasi error-free reception conditions of the SoO (cf. $d_{max}$ Figure 1). With ideal conditions this can be up to 50 km or even larger in single-frequency-networks.

III. DAB SIGNAL AND TIME STAMP EXTRACTION

For the bats localization system we are mainly focusing on the European Digital Audio Broadcasting (DAB) [5] as a source of synchronization. This signal is based on an OFDM waveform with an overall bandwidth of about 1.535 MHz. In Germany the signal is usually emitted in the 200MHz frequency band. Figure 2 shows the signal structure of the DAB frame.

In the commonly used DAB transmission mode I a frame consists of 76 OFDM symbols plus an additional transmission break, the so-called Null Symbol. The first information containing symbol is the Phase Reference Symbol (PRS), which is totally known to the receiver. The following OFDM symbols are modulated differentially to this symbol. The next three OFDM symbols transmitting the data of the Fast Information Channel (FIC). This FIC contains fundamental information for the RX. Examples are information about the radio program within the data stream, characterization of program type and the current date and time with millisecond accuracy. The remaining 72 data symbols provide the payload data, e.g. the audio data.

Our bats RX is based on an ARM A-9 dual-core processor, which does not have the processing capability for a continuous reception of the DAB signals. However, this is not required, till all information required data is transmitted within the first 4 symbols of the DAB frame. At first we use an energy detector to find the start of the DAB frame. The data around the Null Symbol is than correlated with the time domain signal of the PRS to reach the correct symbol timing with sample accuracy. After the PRS have been found once, the exact symbol timing is known by counting samples. From now on, only the samples of the PRS and the 3 FIC symbols are processed and the residual samples are neglected. The information of the PRS can also be used for the estimation of the carrier frequency offset and the sampling clock offset [7, 8]. The data content of the FIC symbols is demodulated, the bits are hard decided, and the convolutional code is then decoded by means of a Viterbi decoder to get the data of the FIC. The FIC data is structured in different Fast Information Groups (FIG). The FIG 0/10 contains the current data and time in the Modified Julian Date format with a resolution of milliseconds. The time stamp represents the transmission time of the start of the PRS. This time stamp can be accessed using a parser within our embedded Linux operating system. The initial Linux system time is replaced by the first available DAB time after system startup. Afterwards the local clock is adjusted using the `adjtime()` algorithm from <sys/time.h> Linux clock library [9].

IV. MEASUREMENT RESULTS

Figure 3 shows the hardware platform of our receiver node. The demodulation and decoding algorithms have been implemented in c++ using our data-stream framework “dfc++”[10]. The board is capable of processing the required data of the incoming DAB signal in software. It extracts the time information provided by the DAB signal and uses this information to adjust its local software clock.

The dashed line in Figure 4 shows the free running local time of one sensor node compared to the reference time provided by the DAB signal. The oscillators is of the type DSC1001DI1 with a frequency of 33.33 MHz. It is obvious that the local oscillators has a frequency offset that leads to a linearly rising time offset. The clock offset is already 5s after only 15 hours of operation. When the synchronization is turned on, the time error can be kept at very low levels as shown in Figure 4 (solid line). This proves that distributed clocks can be synchronized utilizing DAB time-stamps.

If we take a closer look to the synchronized case in Figure 5 we can see that the local time offset compared to the received DAB time has a statistical mean offset of 279µs with a a standard deviation of about 1.28 ms. This standard deviation matches the expectation quite well, till the
time stamp granularity in the DAB signal is in milliseconds. Further, there is a non-deterministic processing delay due to the Linux operating system.

Figure 6 shows the measured histogram of the time offset with synchronization. The measurement results nearly follow a Gaussian distribution, tested by a curve fitting shown as the red dotted line. This tells us, that our measurements follow a stationary process over the total measurement interval.

With the help of the auto-correlation function (ACF), we can test if our measurement results are white or uncorrelated. If we could reach a white auto-correlation, the noise in the measurements would be dominated by a memory-less noise source like additive channel noise. Usually, the oscillators' phase noise is suffering from higher order noise processes like flicker frequency and random run. Using the disciplining of our local clock, the influence all these processes can attenuated til the white Gaussian channel noise becomes the dominating noise source. Figure 7 shows the ACF. There is a covariance between the measurements. However, the correlation besides the main peak is low.

The measurement results show the maximum accessible performance of the proposed concept. These measurements assume that every time stamp in the DAB signal (rate of approx. 1.45 s) is used for the adjustment of the local clocks. However, in order to reduce the required processing power we can reduce the number of used time-stamps by using a longer interval between two synchronizations. In the following we analyze the impact of the clock adjustment interval on the accessible accuracy.
Table I shows the measurement results for different adjustment intervals. For each measurement we run an initial calibration using each time stamp within the DAB signal for clock adjustment for about 60 s. Afterwards, the update period is reduced. Further, we calculate the maximum time interval error \( \text{MTIE} \) which gives information about the peak to peak time error within the measurement interval and is a metric for the worst case performance of the system. It is defined by [11, 12]. For a limited measurement interval it follows:

\[
\text{MTIE} = \max_{0 \leq n \leq N} (\text{TE}(n)) - \min_{0 \leq n \leq N} (\text{TE}(n))
\]

where \( \text{TE}(n) \) is one time error measurement within the total number of \( N \) measurements. The \( \text{TE} \) is the time difference between the disciplined clock and the reference clock. In our case the disciplined clock is the Linux system time and the reference clock is the time from DAB. The measurement results show a steadily rising standard deviation of the time for increased adjustment intervals. However, the loop controller is not ideal, which results in the rising mean offset. A more sophisticated algorithm, which could adjust the fundamental time increment like the \text{adjtime}() from \text{<sys/time.h>} library, could reach significantly better results [13]. For this reason, the measurement results can be understood as the accessible worst-case-performance using a simple proportional loop controller.

V. CONCLUSION

In this paper we propose a new concept for the wireless synchronization of sensor nodes using Signals of Opportunity (SoO). With a simplified OFDM receiver the time-stamps of the chosen SoO are extracted. This time information can be used to adjust the local time increment. With our demonstrator we are able to show that such “light-weight” receiver can be implemented on an embedded sensor node with limited processing power. Measurements prove the concept and indicate an achievable timing accuracy of about 1.28 ns. The expected performance reduces with longer update intervals. However, update intervals in the order of one minute are sufficient to keep a standard deviation of about 2.1 ms. Thus, the measurements show that a combined localization and synchronization with only one receiver path is possible.
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